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Abstract 

We distinguish normal human creativity from the originative nature of genuine innovation using 
the orders of hierarchical complexity. These account for why major scientific innovators are rare. 
The four postformal orders of hierarchical complexity are presented in terms of scientific tasks 
performed at each stage. Historical scientific innovations at the highest orders are empirically scored. 
Innovators' personality traits are scored, indicating metasystematic stage 12 is a minimum requirement. 
Global needs to produce more scientific innovators require institutional changes of the metasystematic 
order of hierarchical complexity. 
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The focus of this chapter is on postformal creativity 
and the forms it has taken in science. The purpose is 
to illustrate why postformal thought is a requisite for 
genuine innovation. Creativity and innovation are 
common concepts, and demonstrationS of them are 
claimed far and wide for many endeavors on a quite 
regular basis. The task we have set for this article is to 
discriminate truly originative work from other kinds 
of creativity. We invoke the Model of Hierarchical 
Complexity to explain this distinttion. 

In a general sense, creativity is quite common. 
It does not take much thought to realize that at each 
stage of performance, the new task successfully 
accomplished is creative and novel for the individual 
or group successfully completing the task. Creativity, 
in that sense, has a narrow scope because it is per­
former-bound to that instance: it is not necessarily 
novel to others or even socially relevant. Every day, 
individuals or groups somewhere discover they can 
perform a new task or come up with a new solution 
to a problem. These are new for them and genuinely 

novel at that individual or group level. However, the 
accomplishments or ideas may very well be "old 
news" to many others. Thus, it is valuable to note 
that increases in hierarchical complexity, task by 
task, are by definition creative acts, and they are 
natural aspects of being a human actively function­
ing in the world. 

Genuinely originative work is qualitatively and 
quantitatively different. It involves understanding 
large "chunks" of current knowledge, building on 
such knowledge, making novel connections for pur­
poseful reasons, and subsuming current knowledge 
in the course of creating new knowledge. In other 
words, it means genuinely transcending existing 
knowledge and assumptions, and originating under­
standings previously not known, not conceived, not 
assumed, and/ or simply not used. Such behavior 
indicates that the innovator has novel insights into 
complex challenges of some kind. Generally, it 
requires a new synthesis of systems (performed at the 
metasystematic order), of metasysterns (performed at 



the paradigmatic order), or of paradigms (performed 
at the cross-paradigmatic order). These orders of 
hierarchical complexiry are described bdow. 

These premises apply to any field of endeavor, 
not science alone. We select science as the broad 
domain considered in this article, and draw mostly 
upon historically recognized innovations. These are 
more accessible, since major scientific accomplish­
ments become public knowledge. 

Major scientific innovations may significantly 
improve the quality of life in the societies that ben­
efit from them, especially when they result in new 
technologies. Among the historically most impor­
tant scientific accomplishments to be discussed, the 
methods, theories, and techniques do not have- to be 
original, only the manner in which they are used. 
Conceptual scientific innovations may not only 
translate eventually to new technologies, but on a 
global scale they may also radically alter people's 
assumptions of how the world works. The debunked 
myths of the Earth being flat and the sun revolving 
around the Earth are two such examples of how 
scientific innovations altered worldviews for then­
curren~ and future generations. 

Thi~ discussion begins by considering why major 
scientific innovators are rare. Overviews of the four 
postformal stages follow, with historical examples of 
innovations made at the paradigmatic and cross­
paradigmatic orders of hierarchical complexiry. 
Finally, we offer concluding reflections on implica..., 
tions for the future of both the need for, and scarcity 
of, major innovation in today's world. 

The Rarity of Major Scientific Innovators 
Very few people originate major scientific innova­
tions. A major and overriding reason for this is the 
very low number of people who devdop stages of 
performance at the three most complex orders of 
hierarchical complexiry cited above (Commons & 
Bresette, 2006; Torbert & Associates, 2004). Four 
related factors support this limitation, particularly 
when they are confluent: unsupportive cultural con­
ditions, insufficient education to learn and apply 
complex material, natural biological limitations, 
and the absence of requisite personality-characteris­
tics (Commons & Bresette, 2006). The first two 
factors are discussed further in Commons and 
Goodheart (2008). Biological limitations refer to 
heritabiliry as well as such findings as those reported 
by Jaques and Cason (1994) of different maturation 
curves distributed across a population. Requisite 
personality characteristics are discussed at length 
by Commons and Bresette (2006). Later in this 

article, we consider them in terms of hierarchical 
complexity and their relation to sociocultural 
support. 

A glance at the nature and context of the genu­
inely creative process helps to make sense of the very 
low number of people who devdop stages of perfor­
mance at the three most complex orders of hierar­
chical complexiry. In many ways, the genuinely 
creative act is analogous to the saying ('pUlling some­
thing out of thin air," or the alchemical concept of 
Wrning lead into gold. It is not magic,_ however; 
rather, it is the work of synthesizing multiple highly 
abstract and therefore highiy complex "chunks" of 
understandings and received knowledge. 

Once a discovery becomes widely known-for 
f:xample, that the Earth revolves around the sun-it 
also becomes commonplace. As a result, the original · 
task difliculry of creating the knowledge is unknow­
able by any but those who went through the 
long process of creating it. The originative scientific 
creativity discussed here must be truly original 
action. In that sense it needs to be distinguished 
from much work in science, which involves devel­
oping variations on someone else's work. These may 
be valuable, high-qualiry contributions, but they are 
not the rare exceptions that are our focus here. In 
those rare cases, it may not . seem to others, later, 
that it could have been so difficult to develop them. 
We argue, however, that there are several levels of 
difliculry. The first level of difliculry is that there is 
little or no preexisting knowledge about how to 
accomplish or create the new thing, which may be a 
provable concept, a process, a formula, etc. The 
second level of difliculry is the nature of the creative 
process itself: major scientific innovations are put­
sued largely in the solitude of one's thoughts and 
study over often very long periods. Even in research 
teams, only one member at a time invents, even 
though the invention might be a joint enterprise in 
other regards. Even in a cooperative behavior, one 
person has the behavior first, even if only a millisec­
ond before the other. Together, such factors consti­
tute the absence of support for this new behavior. 
The absence of support raises the stage at which the 
innovative task has to be done. These ideas are for­
malized in the idea of different levels of support for 
task performance (Commons & Richards, 1995). 
The difliculry of an action depends on the level of 
support in addition to the horizontal information 
demanded in bits and the order ofhierarchical com­
plexity. Each increase in the level of support reduces 
the difliculry of doing a task by one stage. Each 
decrease in the level of support raises the difliculry 
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of doing a task by one stage (Commons & Richards, 
2002). 

The Model of Hierarchical Complexity 
and Postformal Stages 
The Model of Hierarchical Complexity allows for 
the comparison of different behaviors and "perfor­
mances" resulting from the completion of a large 
number of tasks, including the task of major scien­
tific innovation. It does so by taking the actions and 
tasks in which humans engage and putting them 
into an order based upon how hierarchically com­
plex they are. The order of hierarchical complexity 
of a task action is obtained by counting the number 
of coordinations that the action must perform on 
each lower-order action until one reaches a set of 

elementary-order actions. Stage of performance has 
the same name and number as the corresponding 
order of hierarchical complexity of the task it cor­
reedy completes. 

The formal model shows why the postfurmal 
stages cannot be reduced to the formal stage. Formally; 
one task is more hierarchically complex than another 
task if it is defined in terms of two or more lower­
order task actions. This is the same as a set being 
formed out of elements. This creates the hierarchy. 
The action in A, A= {a, b}, that is, a, bare "lower­
order actions" than A and compose set A. But A 7:­

{A, ... }. A set cannot contain itsel£ The action A in 
question must organize lower-order task actions. 1his 
means that a higher-order action A cannot be reduced 

to any of the lower-order actions. In simplest terms, 
this is a relation on actions. The relations are order 
relations, A = (a, b) = {a, {b}}-an ordered pair, a 
coming first, b coming second. 1his organization is 
nonarbirrary. This means that there is a match between 
the model-designated orders and the real-world 
orders, not P(a, b)-not all permutations are allowed. 
Fifteen orders of hierarchical complexity have been 
proposed, as shown in Table 15.1. Only the four 
postfurmal orders will be described here, as they are 
the only ones relevant for the major scientific innova­

tions being considered. There are about I 00 studies 
using some version of the Model of Hierarchical 
Complexity. 

PostformalThought and Its 
Role in Innovation 
The four posrformal orders of hierarchical complex­
ity are des~ribed below in ternis of scientific 
contributions. The first two (the systematic and 
metasystematic) are discussed briefly and without 
historical examples. For the second two (the para-

Table 15.1 Onle:rs and Stages 

Order Name of Order of 
Hierarchical Complexity 

0 Calculatory 

1 Sensory & Motor 

2 Circular Sensory-motor 

3 Sensory-motor 

4 Nominal 

5 Sentential 

6 Preoperational 

7 Primary 

8 Concrete 

9 Abstract 

10 :formal 

11 Systematic 

12 Metasystematic 

13 Paradigmatic 

14 Cross-paradigmatic 

digmatic and cross-paradigmatic), historical exam­
ples accompany the descriptions. New contemporary 
scientific work complements the historical examples. 
The posrformal rasks performed by the scientists 
given as examples have been empirically scored to 
illustrate the relationship between the postformal 
stages and the kind of creativity they demand. 

AI; discussed iQ Commons and Ross (2008), 
distinct capacities characterize actions, and thus 
behavior, at the postformal stages. The creativity of 
posrformal thought begins with two primary capaci­
ties. The first is to succeed at addressing problems 
that cannot be conceived or solved at the formal stage 
10. The second is to think in more compact "chunks" 
that systematically represent complex matters. As the 
examples below suggest, the nature of these chunks 
and their content becomes increasingly abstract at 
each pqstformal stage, ranging from multivariate 
relations at the systematic stage to relationships 
among paradigms at the cross-paradigmatic stage. 

Systematic Stage 
At the systematic order, tasks require that one can 
discriminate the system or framework in which 
formal-order relationships between at least two 
variables are apparent. 1his means to recognize and 
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describe an integrated system of tendencies and 
relationships. The objects of these systematic actions 
are formal stage 10 relationships between variables. 
The greater the number of such relationships that 
are considered and coordinated, the more complex 
the resulting system of understanding is. Systematic 
actions include determining possible multivariate 
causes (outcomes that may be determined by many 
causes). This often requires building matrix repre­
sentations of information and the multidimensional 
ordering of possibilities, including the acts of prefer­
ence al!d prioritization. These actions generate 
systems. Views of systems generated have a single 
"true" unifYing structure. The "trueness" results 
from having successfully coordinated all the vari­
ables brought into the analyses. However, this does 
not mean that all possibly correct or necessary other 
variables were included. It merely means that the 
system holds true with respect to the factors consid­
ered. Other systems of explanation, or even other 
sets of data collected by adherents of other explana­
tory systems, tend to be rejected. At this order, 
science is seen as an interlocking set of relationships, 
with the truth of each relationship in interaction 
with embedded, testable relatiOnships. Most stan­
dard science operates at this order. Researchers carry 
out variations of previous experiments. They may in 
some unusual cases learn how to combine multiple 
causal' relations in an original way. 

Metasystematic Stage 
At the metasystematic order, tasks require that one 
cin act on systems constructed as above; that is, sys­
tems are the objects of metasystematic actions. 
Metasystematic actions analyze, compare, contrast, 
transform, and synthesize two or more multiVariate 
systems. The products of merasystematic actions are 
metasystems or supersystems. Instead of analyzing 
and comparing relationships among variables, as is 
done)at the.systematic stage, systems created at the 
systematic stage are treated as higher-level "vari­
ables" to manipulate. These higher-level variables 
are systems of causal relations. 1his allows one to 
compare and contrast systems in terms of their 
properties. The focus is placed on the similarities 
and differences in each system's form, as well as on 
constituent causal relations and actors within them. 
For example, philosophers, mathematicians, scien­
tists, and critics examine the logical consistency of 
sets of rules in their respective disciplines. Doctrinal 
lines are replaced by a more formal understanding 
of assumptions and methods used by investigators. 
We suggest that almost all professors at top research 

universities function at this stage in their line of 
work. We posit that a person must function in the 
area of innovation at least at the metasystematic 
stage of hierarchal complexity to produce truly 
creative innovations. 

Paradigmatic Stage 
At the paradigmatic stage, tasks require that one's 
actions create new fields out of multiple metasys­
tems. Examples of new paradigms are described, fur 
example, by Holton (1973) and by Kuhn (1970). 
The objects of paradigmatic acts are metasystems. 
When there are metasystems that are incomplete, 
and adding to them would create inconsistencies, 
quite often a new paradigm is developed. Usually, 
the paradigm develops out of recognition of a poorly 
understood phenomenon. 

Paradigmatic actions often affect fields of knowl­
edge that appear unrelated to the original field of 
the thinkers. To coordinate the metasystems, people 
reasoning at the paradigmatic order must see the 
relationship between very large and often disparate 
bodies of knowledge. Paradigmatic action requires a 
tremendous degree of decentration. One has to 
transcend tradition and recognize one's actions as 
distinct and possibly troubling to those in one's 
environment. But at the same time, one has to 
understand that the laws of nature operate both on 
oneself and on one's environment-a unity. This 
suggests that learning in one realm can ~e general­
ized to others. 1his capacity to abstract from one set 
of metasystems and generalize across disparate 
domains to conceive a new paradigm is one way to 

describe how decentration functions at the .paradig­
matic stage of performance. 

One example of a paradigmatic scientist· is the 
physicist Clark Maxwell (1873). He created the 
paradigm of electromagnetic fields, the first time 
that electricity and magnetism were able to be con­
ceived in a unified way. He built upon the then­
existing metasystems of electricity and magnetism 
of Faraday (2000), Ohm (1827), Volta (1800), 
Ampere (1926), and 0rsted (1820). His equations 
for fields and waves demonstrated the uniting of 
eleCtrical and magnetic energy, a new paradigm. 

Cross-Paradigmatic Stage 
At the cross-paradigmatic order, tasks require that 
one can operate on existing paradigms. Actions at the 
cross-paradigmatic stage integrate paradigms into a 
new field or profoundly transfOrm an old one. In this 
definition, a field contains more than one paradigm, 
irreducible to a single paradigm. One might ask 
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whether all interdisciplinary studies are therefore 
cross-paradigmatic. Is psychobiology cross-paradig­
matic? The answer to both questions is no. New 
paradigms, such as psychophysics, may be created 
out of such interdisciplinary studies, but they are not 
new fields as defined here. 

This fourrh order of postformal thought has not 
had the benefir of much examination because so few 
people are able to perform tasks of this order of hier­
archical complexity. It may also take a certain 
amount of time and perspective to realize that 
behavior or findings are cross-paradigmatic. 

Copernicus {1543/1992) coordinated geometry 
of ellipses that represented the geometric paradigm 
and the sun-centered perspectives. This coordina­
tion formed the new field of celestial mechanics and 
led to what some call true empirical science with its 
mathematical exposition. That helped Isaac Newton 
{1687/1999) to coordinate mathematics and phys­
ics, forming the new field of classic mathematical 
physics. The field was formed out of the new math­
ematical paradigm of the calculus {independent of 
Leibniz, 1768, 1875) and the paradigm of physics. 

Rene Descartes (1637/1954) created the para­
digm of analysis and used it to coordinate the para­
digms of geometry, proof theory, algebra, and 
teleology, resulting in the field of analytical geome­
try and analytic proofS. Charles Darwin {1855, 
1877) coordinated geology, biology, and ecology to 
form the field of evolution, later paving the way for 
chaos theory, evolutionary biology, and evolution­
ary psychology. Albert Einstein {1950; Holton, 
1995) gave rise to modern cosmology when he 
coordinated the paradigm of non-Euclidean geom­
etry with the paradigm of classical physics to form 
the field of relativity. He co-invented quantum 
mechanics. Holton (1995) reports that Einstein 
had an insistence that the separate laws of physics 
could be brought together into one set that is true 
everywhere in the universe. Max Planck {1922) 
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coordinated the paradigm of wave theory (physics 
of energy) notions from probability (mathematics), 
forming the field of quantum mechanics, which 
led to particle physics. GOdel {1931) coordinated 
epistemology and mathematics into the field of 
limits on knowing. 

Explicating the Transition Step Sequence 
Stages of hierarchical complexity explain how 
development and evolution appear at each specific 
order. A full and precise explanation of develop­
ment, however, must be dynamic. One part of 
malting the model more dynaroic is a model of what 
the transition steps are between one stage and the 
next. The sequence of transition steps, which has 
the same form between any two orders, accounts for 
how the stages themselves come about. Recall that 
an action at a higher order of complexity coordi­
nates two or more actions at the next lower order of 
complexity, and does so in a nonarbitrary way. This 
statement tells us only what lower-stage tasks had to 

be coordinated. It does not describe the specifics of 
how the lower-order actions would be selected and 
coordinated. 1his second part is described by the 
transition steps that exist in between one order and 
the next. These steps are shown in Figure 15 .1. 

Stage transition, as shown in this figure, is directly 
tied to the notion of order of hierarchical complexity. 
Stage transition is complete when the next-order task 
actions have been defined in terms of the lower-ordei 
task actions, and these higher-order tasks have orga­
nized the lower-order ones in a nonarbitrary way. 
Stage transition begins with the deconstruction of 
the equilibrium attained at the stage of performance. 
At first, this original lower-order action may. be 
simply fai.lure to obtain the expe_cred outcomes 
and therefore become rejected. Other lowei~order 
actions are tried in their place. For transition to 
take place, none of these alternative actions will be 
satisfYing either. The next steps of stage transition 

8 8 8 8 8 8 8 

7 7 7 7 7 7 7 

6 6 6 6 6 6 6 
5 5 5 5 5 5 5 

4 4 4 4 4 4 4 

3 3 3 3 3 3 3 
2 2 2 2 2 2 2 

1 1 1 1 

8 9 10 11 12 13 14 

Orders 

Fig. 15.1 The Ordinal Scales of Orders and Transition Steps. Copyright© 2007-2011 by SaraN. Ross. Reproduced with permission. 
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result from bringing the lower-order actions in closer 
and closer temporal proximity to one another until 
they are close enough to be organized. At first this 
organization may be arbitrary and not match the real 
world. That is, they do not address the original per­
ceived failure that led to giving up the earlier strategy. 
What the organization should be then must be sorted 
out so that the organization is effective in the world. 

Just as the orders of hierarchical complexity fall 
on an ordinal scale, so also do the transition steps 
that individually compose the transition sequence. 
One way to visualize the rdation of the transition 
step ordinal scale to the orders of hierarchical com­
plexity is as follows: The orders of increasing hierar­
chical complexity fall on one ordinal scale (i.e., 0, 1, 
2, 3, 4 ... 0.14). The transition steps that lead from 
one order to another fall on another ordinal scale, 
which runs from I through 8. Figure 15 .I repre­
sents the relation of the two ordinal scales, with the 
step sequence repeated and aligned vertically over 
the horizontally aligned orders. The unequal spacing 
in Figure 15.1 is a visual indicator of the ordinality 
of the scales. The ordinal nature means these are not 
like degrees of temperature that are on an equally 
spaced scale. Ordinal scales are simple counts of 
occurrences, in this case tasks. 

The Fractal Nature of the Stages of 
Hierarchical Complexity 
One major implication of this universal, sdf-similar 
pattern that shows up in all scales of tasks of any 
kind is, by definition, that the stages described by 

the Model of Hierarchical Complexity are fractal, as 
are the transition steps. That is, the same pattern 
repeats within each transition sequence; in more 
complex transition behaviors, fractals of the model's 
stage sequences also appear within transition 
sequences (Ross, 2008). A mathematical fractal is 
based on an equation that undergoes iteration, a 
form offeedback based on recursion (Briggs, 1992). 
In the case of hierarchical complexity; a higher-or­
der action always results from the nonarbitrary 
organization of two or more lower-order actions. 
And transition always follows the same pattern of 
rejection of previous action, followed by alternation 
of behaviors, followed by arbitrary behavioral com­
binations, and finally by the nonarbitrary organiza­
tion of behavior at the next higher order of 
complexity (Figures 15.2 and 15.3). 

The following list is an abbreviated description 
of the eight ordinally scaled transition steps. 

1. Reinforcement of thesis decreases 
2. Antithesis: Negation or complementation 
3. Relativism: Alternation of thesis and antithesis 
4. SmashO: Synthesis begins 
5. Random hits, false alarms, and misses, low 

correct rejections (Smash1) 
6. More hits, low misses, and correct rejections, 

excess fulse alarms (Smash2) 
7. Correct rejections and excess misses, low hits 

and fulse alarms (Smash3) 
8. Synthesis and new thesis: new temporary 

equilibrium 

• "hmmmmm" Begin deconstruction of thesis. The preVious state 
of synthesis/equilibrium (with respect to anything) does 
not solve all tasks that present themselves 

' . Rejeet Ill 

Ill +- OR --+ 0 

"aaatihhhh, yes!" 

Antithesis. An initial state of reaction (or challenge) to 
something introduced into the ("inner" and/or "outer'') 
system environment that is contrary to the former 
equilibrium 

Relativism. A bi-polar state of vacillation between the 
former equilibrium and the reaction or "challenge" 
to it 

Smash. A chaotic state as original elements are 
"smashed" together. Additional factors may"enterthe 
fray" and be recognized, considered, sorted, compared, 
eliminated, reframed, reprioritized ... 

Synthesis. A-new, more complex state of equilibrium, 
arrived at when the multiple factors are coordinated. 

Fig. 15.2. Anthropomorphized rendition of the transition step sequence. Copyright© 2006--2011 by SaraN. Ross. Reproduced 
with permission. 
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Overall task 
Stage n 

Subtaskc 
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n+1 

Sub-subtask 
- Stage n 
1 
2 
3 

~ }""'--'----.J.-4 
8 Stage n+1 

Sub-sub-subtask 
- Stage n 

Sub-sub-subtask 
- Stage n 
1 
2 
3 
4 
5 
6 
7 
8 Stage n+1 

Fig. 15.3. Representation of the fractal nature of transition steps' subtasks. Copyright© 2007-2011 by SaraN. Ross. Reproduced 
with permission. ' 

Understanding the fractal nature of the orders and 
of the transition step sequence between each order is 

important for theoretical, analytical, and practical 
reasons. This should, for example, make clear that 
originative action, like lower-order forms of creativ­
ity, has to arise in a way that is predictable. It is not 
due to inspiration or some mysterious process. 

Whereas the stages of hierarchical complexity ate 
the axiomatically defined, mathematically specified 
rasks, the empirically based (and not yet mathemat­
ically specified) transition step activity characterizes 
task-performing complex adaptive systems when 
they are not operating in a stage-based equilibrium. 
Humans, for example, spend much of their time 
in transitions at various scales of activity in their 
multiple domains of life. 

What Drives Stage Transition 
Although a description of stage transition is one 
important part of understanding the . dynamics of 
how higher-stage performances develop, the expla­
nation is still missing information about what might 
push people through the fractal steps. Each step in 
transition means that the person has to give up an 
old way of doing things. People do not like doing 
that. There may be benefits in the end, but there are 
also costs. For example, it could be frightening to 
try new things. In addition, during the transition 
period itself, individuals may be using strategies that 
do not always work, leading to lower rates of rein­
forcemen~ and the resulting emotion of frustration. 
Note also that the tendency to tty new things is 
something that will differ to some extent from indi­
vidual to individual. The next few sections will first 
describe conditions that will make it more likely 

that people in general would give up current behav­
iors and move into transition (normative change 
conditions), and then will describe what would make 
it more likely that certain individuals in particular 
will move into transition (individual differences). 

Selectionism 
First, it is important to understarid factors in the 
~nvironment that lead to certain actions becoming 
more probable and others becoming less probable in 
people in general. These are called normative change 
conditions. The part of the behavioral sciences that 
looks at this is called selectionism. Selectionism pro­
ceeds at both the evolutionary level and at the indi-
vidual level. ' 

Selectionism at the individUal level operates 
through learning. Learning can .address problems of 
varying horironral complexity or vertical hierarchi­
cal complexity {Commons & Ross, 2008). Learning 
that involves successfully addressing a more hierar­
cltically complex task is called stage change. In 
Quantitative Analysis of Behavior, or modern learn­
ing theory, the rules of thumb and proto laws such 
as Herrnstein's (1970) matclting law and Pavlov's 
{1928) law of conditioned reflexes have been shown 
to address a number of phenomena, including 
reflexes and t'ropisms (a turning movement toward a 
stimulus), fixed action patterns (a sequence of some­
what reflexive movements), sensitization (acting 
more sensitively to a stimulus), habituation (becom­
ing used to a stimulus), conditioned reflexes, and 
operant conditioning (learning from consequences 
of behavior). Many of the simpler learning models, 
however, have not been seen as useful in explaining 
more co~plex behavior of humans and other 
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species. We argue here and elsewhere (Commons & 
Richards, 2002) that integration of developmental 
theories and of learning theories are essential 
for a comprehensive theory to explain behavior. We 
therefore suggest here that some operant condition­
ing (Skinner, 1938) principles that are useful in 
addressing complex human behavior include melio­
ration (the tendency to change in behavior when 
the consequences change), matching (responding so 
that the rate of behaving matches the rate of conse­
quences), maximizing (Rachlin & Laibson, 1997), 
and behavioral momentum (Nevin, 1992, 1996; 
Nevin & Grace, 2000). 

Of these, the notion of behavioral momentum 
may be particularly useful for understanding origi­
native creative actions. In the metaphor that best 
captures the meaning of behavioral momentum, the 
rate of a behavior in the presence of a cue is analo­
gous to the velocity of a moving body. Resistance to 

change measures an f!Spect of behavior that is 
analogous to the inertial mass of a body. An exten­
sion of the metaphor suggests that preference mea­
sures an analog to the gravitational mass of that 
body. The independent functions relating resistance 
to change and preference to the conditions of 
reinforcement may be construed as convergent mea­
sures of a single construct, analogous to physical 
mass. That represents the effects of a history of 
exposure to the signaled conditions of reinforce­
ment. The notion of behavioral momentum unifies 
the traditionally separate notions of the strength of 
learning and the value of incentives. Research 
guided by the momentum metaphor encompasses 
the effects of reinforcement on response rate, resis­
tance to change, and preference and has implica­
tions for clinical interventions, drug addiction, and 
self-control. It can be used to explain what is usually 
seen as a character trait-persistence. This will be 
discussed in the section on individual differences. 
In addition,-"its principles can be seen as a modern, 
quantitative version of Thorndike's (1911) Law of 
Effect, providing a new perspective on some of 
the challenges to his postulation of strengthening by 
reinforcement. 

At different stages of development, we suggest 
that different kinds of reinforcement contingencies 
may be effective, a point only introduced here but 
not discussed in depth (for a more extensive discus­
sion, see Commons & Hsieh, 2003). Briefly, to give 
one example, one can considf:r three different types 
of explanations of how value affects behavior. The 
most traditional theory, rational expectation theory 

(Muth, 1961 ), predicts that utility will be maximized. 
Such theories predict that a choice with the highest 
expected utility (Bernoulli, 1738; von Neumann & 
Morgenstern, 1944), which is measured by multi­
plying rate or probability of reinforcement times the 
value, is always chosen. 1his kind of calculation of 
value is operative at systematic stage 11 because it is 
multivariate. Such a multivariate calculation can be 
proposed by certain theorists, bur it is not always 
clear that animals or' humans use this kind of heuris­
tic in their everyday problem solving. Another 
explanation of how value is related to behavior, the 
matching law states that organisms allocate their 
choices in a proportion that matches the relative 
reinforcement obtained on these choices (Herrnstein, 
1961; Rachlin & Laibson, 1997; Williams, 1988). 
The matching law has been shown to be valid in a 
·variety of task paradigms and across species (e.g., 
pigeons, rats, monkeys, humans) (Anderson, Velkey, 
& Woolverton, 2002; de Villiers & Herrnstein, 
1976; Gallistel, 1994; Williams, 1988). This sug­
gests that this model applies across a range of stages 
starting as soon as operant conditioning appears at 
stage 2, circular sensory-motor. Even so, it is a rela­
tively static model, and because it looks for an over­
all rate of reinforcement, for example, across a 
session, it does not always explain behavior. A third 
model, called . the melioration model {Vaughan, 
1976, 1981) suggests that matching in concurrent 
schedules occurs because the subjects equalize the 
local reinforcement rates (reinforcers received for 
each alternative divided by the time allocated to 
each alternative). This is ~operative _from circular 
sensory-motor stage 2 mi. Some of these ideas will 
be further developed in the discussion of individual 
differences or traits that follows. 

Hierarchical Complexity and Traits of 
Innovators: An Individual Differences 
Account 
Highly innovative people occur with statistical rarity 
(Cook-Greuter & Miller, 2000). There are a number 
of reasons for this. One is that, as we have argued 
above, truly innovative work requires solving prob­
lems of posrformal orders of hierarchical complexity. 
A second reason that is at least equally important is 
that such people have an unusual set of traits. "Traits" 
refer to behavioral tendencies that manifest in a stable 
fashion over time. They may be inherited or learned 
to varying degrees (Bouchard, Lykken, McGue, Segal, 
& Tellegen, 1990). the traits that innovative scien­
tists have are very important because such scientists 
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must move through transition and reach a new syn­
thesis of postformal concepts. They may say they aim 
to a) discover an answer to a problem they are moti­
vated to solve; b) identifY a final yet-missing chunk of 
an analysis that is important to complete; or c) acquire 
a new understanding to an open question they have 
been curious about, for which existing answers leave 
out elements they know must be coordinated. The 
reason it can take a long time to form a synthesis at 
the next stage is_ that the elements that need to be 
successfully coordinated if synthesis is to be accom­
plished are already complexly constructed elements, 
such as metasystems and supersystems of metasys­
tems (paradigms). A "supersystem of metasystems" 
may be defined as the multiple metasystetns coordi­
nated to a cenain point within a transition, prior to 
arriving at a paradigmatic synthesis. Colloquially, in 
order to "plan'' to tackle such difficult problems, we 
would say that such scientists have a high degree of 
ambition. In order to continue to work on such prob­
lems in the face of difficulty and for long periods of 
time, we might say that such scientists exhibit persis­
tence, or openness to challenge. Below, we lay out a 
more systematic account of what ambition and per­
sistence might consist o£ 

Commons & Bresette (2006) previously dis­
cussed traits that commonly appear in highly cre­
ative people who demonstrate postformal reasoning 
in their chosen scientific domain. Here, we elabo­
rate on that account in several ways. First, we pres­
ent a model that interrelates some of the traits and 
also explains, in terms of modern learning theories, 
how they might influence behavior. Second, we 
relate the traits more explicitly to the orders of hier­
archical complexity. 

A Model of Scientific Ambition 
and Persistence 
One way to look at what differentiates major innova­
tors in science from others is to look at what controls 
their choices. As stated above, such scientists make 
the choice to begin pursuing difficult problems 
(ambition) and also persist at working at them in the 
face of obstacles. Commons-Miller et a!. (20 10) pro­
posed a model for choice that includes three vari­
ables, and their associated parameters, emphasized 
here. The first variable is reinforcement; its associ­
ated parameter is sensitivity to reinforcement. The 
second variable is delay, along with its associated 
parameter, sensitivity to delay, and finally, there is 
risk and sensitivity to risk (i.e., change in delay). This 
model will be used here to explain ambition. 

Reinforcement and Sensitivity 
to Reinforcement 
Consider that reinforcement is a single accession from 
a long sequence of reinforcements. There is a possibil­
ity that all reinforcers satiate. Food, water, tastes do. 
Does money do so? Gates, Buffett, and others seem to 
behave as if they think so. 

A = the total value of all the reinforcers deliv­
ered ':tntil total satiation has occurred. 

Each instance of a reinfOrcer, m, occurs in what 
may be a very long sequence Of events. For creative 
scientists, it may be an event every few years. 

Mm = the change in overall value of reinforcers 
delivered with no dday when the position in a 
sequence of reinforcers is ignored until satiation 
occurs. In equation 1, this is the perceived reinforc­
ing value of event m. 

(1) 

The term diminishing returns is the way econo­
mists talk about the fact that the value of reinforce­
ment decreases as the number of delivered reinforcers 
increases. Each time a reinforcer is delivered as 
m increases, it reduces the value of .6.Am by a discrete 
amount. Mathematically this iS: 

m = the mm delivered reinforcer in a sequence of 
reinforcing events. 

AA1, > ~Ap > ~A3 .... > 0 

The total value, A , is the total value of all the 
reinforcers delivered ~th no dday until total satia­
tion has occurred and AA. decreases in value to 0. 

The strength of ~A. n~t only varies with where 
in a sequence of reinforcing events it occurs, but on 
a number of other factors: The animal under con­
sideration, its preferences for food, water, mates, 
prey, companions, tastes, etc. In humans, AA; also 
varies with personal interests, culture and genes. 

The index, i, refers to what event is serving as a 
reinforcer, i.e., food, water, scientific accomplish­
ment. The parameter, A.Ai' should reflect the factor 
loadings on the Holland scale (Holland, 1985; 
Holland & Gottfredson, 1992), with investigative 
(or [) being the one to predict scientific and math­
ematical interest the most. 1his means that out­
comes in the areas related to I are the most 
reinforcing for those with high interest in I. For 
example~ the search for answers to scientific ques­
tions is extremely reinforcing and would be an 
important factor in the behavior we call ambition. 
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There are a number of factors that are probably 
related to high interest in investigative pursuits: 

1. High investigative interest may be heritable 
to some degree. 

2. Cultural values for answering questions 
as opposed to acquiring existing knowledge­
Discovering is an active process. One difference 
between scholar and innovative researcher is that 
discovering is more active. Some cultures may 
make being active and asking questions extremely 
reinforcing, while others may make taking 
direction and following authority more reinforcing. 

3. Identification with certain models over others 
can strengthen the A, of !-Investigative. Who does 
one see oneself as like? Reading about people is an 
early and important source of models with which 
to identify. People can use such models to form 
ambition and get a mission. 

Delay and Sensitivity to Delay 
The effect of delay on reinforcement value as 
reflected in performance was modeled early on by 
Chung and Herrnstein (1967) and Fantino, Abarca 
and Dunn (1987): 

The value of a reinforcement instance, M., with 
respect to changes in the time from the ins~ce of 
the reinforcer to the choice, l:!t.. Now if the ratio of 
the differences, value, M. with respect to time, b.d., 
is taken, one gets the Commons/Mazur additiv~ 
noise model (Commons, Woodford & Duchney, 
1982; Mazur, 1987) shown immediately below. This 
is a slightly revised version of Commons/Mazur, Vis 
replaced by n Vbecause A

1 
has been replaced by M

1 

in equation 2. 

n V =nA, /(1 + k1d)=Discounred value· 
of a reinforcer i (2) 

d= nt- I delay equals change in time minus I. 
M = Change io time. Note that for t = I, reio­

forcement is not delayed i.e., d = 0. 
j;; is an index of which difference equation it is. 

j = 1 value; j = 2 is delay, j = 3 is risk 
k 

2 
= is for sensitivity to delay 

Consider the case of M
1 

/(1+ k:tfJ with d = 0, 
no delay 

This makes 1+ k:fl=1, then nV= M. 
In contrast, taking the long view, ~eans being 

relatively insensitive to delay. It should be reflected 
in a small value for k

2
, the delay parameter. To suc­

cessfully address high order of complexity scientific 
tasks, one has to have long-term goals that allow for 

a large delay of reinforcement. Most discoveries take 
multiple years to achieve. 

There are a number of possible factors explaining 
why certain people can delay immediate reinforce­
ment and others cannot. 

1. Developmenral: Children are not good at 
delayiog. 

2. Cultural: Most very innovative scientific 
projects take a long time. Different cultures 
may differ in the extent to which they value 
patience. 

3. Social class: This may be seen, for example, in 
people who go to college instead of going straight 
to work. They delay their earniogs and engender 
debt but end up malting more in the long run. 

Risk and Sensitivity to Change in Delay. 
Major innovative scientists should also be somewhat 
insensitive to risk, making it possible to attack very 
difficult problems that no one else is doing and 
other problems that no one else even sees. Here risk 
is represented by how sensitive an individual is to a 
change in delay, usually increases in delay. This is 
the quantification of Vaughan's (1976, 1981; 
Herrnstein & Vaughan, 1980) melioration concept 
(also see Herrnstein & Prelec, 1991). This is repre­
sented by taking the differences with respect to 
changes in time in the second difference equation, 
Commons/Mazur equation 2: 

This would be 
n(nA,/ M)M =n(MJ(1 + k3d))IM · (3) 

k
3 
=is sensitivity to risk, the change in value with 

respect to change in delay. 

Openness to ChaOenge 
There are two other characteristics of highly innova­
tive scientists that can be related to this overall 
model. One is openness to challenge. Those who are 
more open to challenge perceive a higher overall 
value to successfully addressiog difficult problems, 
everything else being equal, than those who are less 
open to it. In social or personality psychology, this is 
often referred to as optimism. 

Persistence and Behavioral Momentnm 
Another important characteristic of innovative scien­
tists who do achieve things is persistence. Persistence 
has been defined as the ambition to solve problems, 
and tolerance of ambiguity (Howe, 2001, 2004). 
Here, persistence is related to the overall model 
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la:mse it results from a combination of tolerance for 
~ and tolerance for changes in delay. In other 
-.is, even in the face of a task that starts out taking 
a ""'Y long time, and that probably gets longer as one 
.m:ks on it, some individuals continue to work on 
.ne =k. 

A recent model that explains behavior of this 
kind is Nevin's (1992) model of behavioral momen­

~ ·tum, which was previously mentioned. Behavioral 
momentum should be caused by lots of free rein­
forcement. This makes one_ resistant to extinction. 
For example, scientists who receive big unrestricted 
grants or are independently wealthy should be more 
creative and persistent. Scientists with nothing 
should also be more creative because they have 
nothing to lose. Scientists who have a lot of free 
time will also show more persistence since the delays 
will appear relatively less important to them than to 
others who have very limited time. 

The capacity to tolerate ambiguity on a sustained 
basis first becomes possible at systematic stage 11. 
This goes beyond what Nevin has found with 
pigeons with behavioral momentum. The ambigu­
ity is of a different order of hierarchical complexity 
and addresses abstract relationships found in sys­

tems. This is because the formal stage 10 preference 
for definitive bottom lines is superseded by discov­
ering more complex multivariate relations that vary 
by context. Ambiguity is a necessary part of the cre­
ative process if for no other reason than it takes time 
for information and understandings to fall into 
place. Ambition to solve problems for their own 
sake, rather than for renown, becomes possible only 
at the systematic stage 11, although it is more 
common at metasystematic stage 12 and higher. 
This is attributable to the ability to invest over time 
in working on complex problems that, if solved, 
have social or scientific utility. There is likely a con­
nection between that utility and the characteristic 
persistence of innovators to realize their objectives. 

Additional Traits That May Influence 
Originative Creativity 
Another additional factor in originative creativity 
may be decentration. This can mean not only being 
able and willing to move away from one's own point 
of view but, more broadly, to be able to switch easily 
between multiple perspectives on an issue. As a result, 
when doing the work, it is less about oneself and 
more about the process and the discovery. In order to 
carry out this klnd of work, one has to be able to 
visualize more than three dimensions. After three 
dimensions, one runs out of simple representational 

space in the brain. One has to think in n-space. One 
can imagine more axes at right angles. This may 
require a larger occipital lobe than normal, just in 
back of the central sulcus, and possibly a large for­
ward part of forebrain. Ability to imagine things that 
do ·not exist in one's senses is very necessary. For 
example, Copernicus looked at the data differently 
than Ptolemy (2000) did, Ptolemy had preconcep­
tion based on church dogma. Also, Holton (1995) 
reports thar Einstein had a great ability to visualize 
interactions in nature, which he used in his character­
istic "thought experiments." Einstein was neither the 
first nor the last scientist to use these free, useful 
experiments, but he had unequaled ability to inter­
pret them. 

Attention Deficit Hyperactivity Disorder 
(ADHD) (Crarnond, 1995) mayconrribureinsome 
instances to originative creativity, even though the 
condition may coexist with any stage of per­
formance. Its characteristic of rapidly changing 
thought content and use of less content-bound 
analogies that can result in making disparate con­
nections that more methodical thought processes 
may take longer to develop. Its energetic thought 
may also in some way either slow down or facilitate 
the tasks of decentering attention. It may also raise 
the rate of associating complex chunks of informa­
tion that must be coordinated at the metasystem­
atic, paradigmatic, and cross-paradigmatic stages. 

Another behavior also sometimes associated with 
ADHD is a relative independence from feedback 
from others. The contribution that this can make to 
originative creativity is clear. All too often, the most 
innovative scieiitists are going against, or at least 
beyond, existing ways of explaining things. 

A third additional factor that seems important is 
a high level of curiosity and attention to novelty. 
Children often demonstrate curiosity and notice 
new things as part of normal development. Outward 
signs of sustaining these traits likely begin only at 
formal stage 10. The ability to make logical linear 
connections among variables can be stimulating and 
can be its own attractor for pursuing more such 
thought, innovative strategies, and entrepreneurial 
enterprises. These tend to differ in content matter 
and context, yet are a common kind of creative con­
tribution because formal stage 10 performances are 
prevalent in people who have had formal education. 
For formal stage 10 task performers to not rest on 
their laurels in the illusion of "having it all figured 
out" possibly requires the higher attentional energy 
of curiosity and particular attention_ to novelty. 
Curiosity about novel observations can lead to 
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making systematic stage II connections as one 
attempts to figure new challenges out. At the sys­
tematic stage, investigating idiosyncrasies, oudiers, 
and other exceptions can lead ori.e to investigate 
beyond the boundaries of a familiar system and into 
metasystematic tasks. Task performers at the meta­
systematic stage 12 may apply their curiosity to 
casting broad nets to seek out information about 
the disparate systems related to the metasystem(s) 
they are developing. Likewise, paradigmatic task 
performers may do the same with respect to the 
metasystems they are coordinating toward a new 
synthesis, in addition to internally building the 
chunks that will f.ill into place. We speculate that 
cross-paradigmatic tasks may require relatively more 
of the internal chunk-accumulating processes 
toward syntheses of existing paradigms thao gather­
ing external information about them. 

Recognizing and promoting novelty in problem 
solving is a fourth trait. As discussed earlier, every 
task newly accomplished with any content at any 
next order of hierarchical complexity is novel to the 
one who performs the task. Thus, novelty is a con­
text -dependent concept. When applied to scientific 
innovation, the scientific methods common to 
empiricism at formal stage I 0 would not constitute 
novelty in problem solving because they operate on 
~ell-known abstract-stage variables. Systematic 
stage 11 innovations may result in new schemes, but 
tasks at this stage do not generally work with enough 
systems of relations to generate novel findings. 
Genuine novelty becomes more likely at metasys­
tematic stage 12 and higher because the problems 
tackled are increasingly complex aod mostly previ­
ously undefined by others. 

Finally, a number of other characteristics, includ­
ing withstanding social conformist influences (Roe, 
1952), field independence (Minhas & Kaur, 1983), 
internal locus of control (Ross, 1977), taking risks, 
aod being able to withstand rejection (Smith, 
Carlsson, & Saodstrom, 1985), have also been 
related to highly originative creativity. All of these 
traits reflect task performances first possible at meta­
systematic stage 12. From the perspective of hierar­
chical complexity, these traits indicate one task. 
Gent::rically, the task is to coordinate the following 
multiple systems: (a) the self; (b) social, cultural, 
and/ or institutional norms; c) others "perspectives"; 
aod (d) methodologies aod bouodaries characteris­
tic of one's fields. As findings and circumstances 
shift over time, this metasystem may be reformu­
lated and a new one coordinated to take into account 
such changes. This meta-task would be, we expect, 

the necessary platform to produce a major scientific 
innovation. 

This chapter indicates that most of the traits 
found in creative innovators require postformal 
thought. To find maoy of the personality character­
istics (also see Shavinina & Ferrari, 2004) in one 
individual is considered rare, yet most may have to 
be present in genuine- innovators. We suggest that 
these traits regularly underlie such persons' inventive 
endeavors, even when superficially a person may 
appear to be dedicating attention to other endeav­
ors. They also may manifest in varying degrees of 
intensity at different times of life, different stages of 
developing innovations, and in response to different 
environmental circumstances. We stress that such 
traits should not be viewed as causes of behavior. 
They are better understood as intermediate results 
that happen to correlate with behavior. In so corre­
lariog, they thus risk being viewed, erroneously, as 
causal explaoations (Commons & Bresette, 2006). 

Instead, we posit that task performances at meta­
systematic stage 12, paradigmatic stage 13, and/or 
cross-paradigmatic stage 14 are causal explanations 
for major scientific innovators' contributions. These 
require complexity in the area of the work as well as 
commensurate complexity in coordinating relevant 
social systems, including onesel£ When these two 
dimensions work together, the likelihood of a major 
scientific innovation is enhanced. 

Conclusion and Implications for the Future 
1his article begao aod ended with discussions that 
explained the hierarchical complexity perspective 
on why niajor scientific innovators are rare. Between 
those bookends, science-oriented descriptions of 
the four posrformal orders of hierarchical complex­
ity were offered, accompanied by examples of sig­
nificant innovators. Personality traits associated 
with highly creative people were analyzed in terms 
of the hierarchical complexity required for them to 
manifest in the enduring way that seems necessary 
to make innovations possible. It is evident that the 
results of innovation become much more important 
at the paradigmatic and cross-paradigmatic stages. 
New scientific paradigms change the world culture, 
our views of how the world works, and thus the 
course of civilization. 

We turn now to reflection on impliCations for 
the future of both the need for, and scarcity of, 
major innovation in today's world. We write this at 
the beginning of a new era when the human species, 
for the first time in its history, recognizes that life as 
it has known it on any of the continents is unlikely 
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to continue as bdore. We have apparendy exited the 
era of assuming that quality of life could only get 
better, and that progress would spread to and bene­
fit all corners of the globe. Now is a time for refram­
ing what progress means, what stakes are involved, 
and how humanity will face its challenges. Scientific 
innovation will certainly have a role in this new era, 
though it is difficult for us to imagine what those 
new contributions should or could be. 

What must our societal institutions begin to do 
now to identify and actively support scientists who 
demonstrate the capacities described here, without 
keeping the ranks of the supported grievously low 
by thinning them with competition? It requires only 
metasystematic stage 12 tasks to answer that ques­
tion and execute its implementation. 
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